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1  PROBLEM

The problem addressed by the author's team in this paper is the need for a high-performance key-value store to ensure data integrity in large databases. In modern distributed systems, however, ensuring data integrity is a critical challenge, especially in cloud-based environments where data is often stored across multiple nodes and managed by untrusted third parties. It is even more important for customers to maintain sensitive information themselves. For example, consider a cloud service that uses passwords to authenticate users. If a rogue administrator can manipulate this table and change passwords undetected, they can log in to the service as another user.

The basic idea of data integrity is to store a cryptographic hash (such as SHA-256 to generate 32-byte keys) of the data in a secure and trusted location. Each time when the data is updated or accessed, it is authorized and compared against this trusted location.

Traditional approaches to ensuring data integrity, such as Merkle trees and Deferred memory verification, have limitations. In particular, Merkle trees are efficient for verifying the integrity of single operations but can be slow when used to verify a large batch of operations. On the other hand, deferred memory verification is faster for verifying batches of operations, but requires scanning the entire database during verification, which is costly.

The author team defines four performance requirements to describe and compare different solution approaches. The final solution, FASTVER, is shown to satisfy all the required conditions, whereas previous methods do not.

*P1: Size of the Verifier State*: The performance of the verified database system must degrade gracefully with the size of the memory allocated to the verifier. In particular, a solution should not rely on the verifier storing the whole database to achieve good performance.

*P2: Verification Complexity*: Verification complexity impacts the overall throughput of the verified database. It should be 𝑂(1) with a low constant for operations over frequently accessed records.

*P3: Verification Latency*: One of the data integrity techniques involves verifying batch operations for better performance. Such batching introduces latency in communicating a validated result of a client operation.

*P4: Concurrency Bottlenecks*: Validation should not cause concurrency bottlenecks that exceed the load when a database system requires parallel processing, or when multiple users access a database at the same time.

2  PRIOR WORK

The author team has the following general questions about the use of a verifier as a proxy for the client to check the validity of the result:

* What is a hash that is maintained inside the verifier?
* How is the hash used to verify that the output is correct?

2.1 MERKLE TREES

Merkle trees have been used for several decades to ensure data integrity. In essence, a Merkle tree is a hierarchical structure of cryptographic hashes that are collision-resistant and is constructed using database records. In a common Merkle tree, the leaves represent the database records, including a key 𝑘 and a value 𝑣. Each node in the tree stores a hash and points recursively to its parent nodes.

To implement a verified database using Merkle trees, the verifier stores the root, while the host stores the rest of the Merkle tree. To verify the correctness of the 𝑔𝑒𝑡(𝑘) / 𝑝𝑢𝑡(𝑘, 𝑣) operations, the verifier checks that each ancestor hash matches the hash computed by its children. If all these checks pass, the verifier validates (signs) the value 𝑣. By exploiting the collision-resistant property of hashing, at least one of the checks will fail if 𝑣 is not the current value of key 𝑘.

However, the author team shows that traditional Merkle trees do not meet the performance goals of 𝑃2 or 𝑃4. This is because each operation has a logarithmic verification cost or touches the root, respectively.

2.2 DEFERRED MEMORY VERIFICATION

Deferred memory verification relies on a cryptographic primitive called collision-resistant multiset hashing, a hash function over multisets (bags), and does not require additional data structures like Merkle trees.

In the verification step, the verifier does not have enough information to immediately check the integrity of the record. Instead, it performs some internal accounting and signs a preliminary validation𝑠 𝑣(𝑘, 𝑣, 𝑡, 𝑒) indicating that it has recorded the operation as part of a batch 𝑒. If these checks pass, the verifier signs a batch validation 𝑠𝑣(𝑒).

However, it does not meet the validation latency target of the P3 limitation due to the linear relationship between validation latency and database size. During the validation scan, each record is routed to a validator thread, which is wasteful work for infrequently accessed records.

3  SOLUTION

To provide a trusted location in the cloud, the author team uses a server called *enclaves*. It is a protected region of a process's virtual memory space that contains code and data with a well-defined interface, such as Intel SGX and AMD SEV are two common enclave implementation technologies.

Based on FASTER, FASTVER is implemented with 500 lines of C++ code and uses F★ proof assistant to verify its correctness. It provides the same key-value API as FASTER, plus an additional *verify()* method that detects if an unauthorized attacker has tampered with the database and checks that the results of all read operations are consistent with historical updates.

This paper achieves strong integrity guarantees and extremely high throughput and latency guarantees by combining these state-of-the-art ideas:

*Caching within the enclave*: Exploiting the state within the enclave to cache verification data. Instead of storing only the root of the Merkle tree, the approach allows caching of arbitrary nodes within the enclave. Such caching reduces the cost of the path from a verified record to the root since only the path from a record to the first cached ancestor needs to be verified.

*Multiple minimally interacting verifier (threads)*: Each verifier thread has its clock, cache, read and write set hashes, and does not communicate with other verifier threads except at the end of the verification epoch to aggregate local set hashes.

*Hybridizing Merkle and deferred memory verification*: The hybrid approach organizes records into a verification hierarchy based on their access characteristics: The integrity of the *cold* database records has the lowest frequency, and nodes are verified by checking their hash against the parent node as in the Merkle tree approach. This approach is expensive because it leads to a logarithmic (the height of the tree) chain of hash checks, but the cost is tolerable for cold data.

The integrity of *warm* records and Merkle nodes is batch verified using the deferred memory verification approach. It is protected using multi-set hashing by scanning all records, and the maximum tolerated latency of the application influences the number of records that can be protected.

The *hottest* records and Merkle nodes are cached in the enclave, which has the characteristics of no verification, high efficiency, and small size. As these are stored in trusted internal memory, integrity verification of these data can be omitted.

4  RESULT

Even with enclaves, Merkle trees achieve tens of thousands of operations per second at best. Deferred memory verification involves scanning the entire database in the trusted location when verifying a batch of operations which can take dozens of seconds.

The author team's experiments show that FASTVER can process more than 50 million key-value operations/sec with sub-second (1s) verification latency for a range of database sizes and workloads. However, as database size increases, high throughput is associated with increasingly higher verification delays.

For a database of 128M records and 32 worker threads, the author team achieves a sub-second verification latency with a throughput of 10M ops/sec, which is three orders of magnitude better than Merkle trees. In contrast, the best-reported throughput in Concerto, which is the best-known deferred memory verification system in terms of both throughput and latency, is around 3M ops/sec.

5  CRITIQUE

FASTVER is an approach to ensuring data integrity in high-performance key-value stores. The combination of Merkle trees and deferred storage verification can offer advantages in verification complexity and throughput over traditional methods, as well as isolated enclaves to protect sensitive workloads, improving overall database security.

Another strength of the paper is the clear and concise presentation of the problem and the proposed solution. From an explanation of the individual use of Merkle trees and deferred memory verification to aspects of each that can be extracted as a novel concept are described at length. Examples are given to guide the reader through the process, which I think is a worthwhile part of the paper.

Overall, I think the author team has done a good job in providing a *verify()* method built with the API that is more effective in providing enterprise detection of unauthorized tampering with the database and can be useful and easy to use in ensuring data trustworthiness.

6  POSSIBLE EXTENSION

Given the current challenges faced by Taiwan's medical institutions, the only way to achieve information security and privacy is to adopt *Centralized database management* for Taiwan's medical institutions and technology to stay inside the hospitals. If FASTVER can be integrated to create a decentralized records management system capability using the *Decentralized database management* enabled by blockchain technology, it will reduce the need to manage access between patients and records through other organizations without tampering. This would involve looking at how the verifier interacts with the blockchain network to ensure the validity of actions that all nodes agree to perform on the database.
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